Globalization: A Historical Perspective

Today, globalization is probably one of the most overused words in economics, if not in all of daily life. Even so it seems fundamental to any understanding of our present predicament. Its potential benefits seem all too apparent. The fast growing developing economies are all very well integrated into the world economy; conversely, no economically isolated country has ever really prospered. Thus it was no surprise to hear UN Secretary General Kofi Annan say that “the main losers in today’s very unequal world are not those that are too exposed to globalization, but those who have been left out.”

The question I want to ask is: how can history help us understand this phenomenon of globalization? A recent wave of research has focused on the causes and consequences of globalization and is based on a interdisciplinary approach which brings together international economics, economic growth, and economic history. Methodologically this kind of historical approach has appeal since the global economic laboratory, if you will, provides data not only across space but also across time, from previous centuries to the present era.

An emerging subfield called New Comparative Economic History, is devoted to exploring relationships over the very long run. Its strategy is to focus on the economic environment and look across institutions, regimes, and policies – and link these to outcomes such as growth, inflation, trade, capital movements, and so on. In this lecture I will focus on some of the lessons of that history and how they can help us make sense of the current era of globalization, and I want to focus on three distinct themes.

First, despite the common perception that globalization today is something new and remarkable I want to argue that this is not really the case and rather that there was a precursor to the present era of globalization. Moreover, we can make some interesting comparisons between the present era and the past era and learn something from them. One dramatic difference is the ability of the global capital market in the past to direct capital flows to poor countries, as compared to today. The weakness of capital flows to poor countries has already been alluded to in several of the presentations in the conference so far, but I want to make some further observations. Indeed, today it seems as if many of the flows go in reverse or “uphill” from poor to rich – this was something that Malcolm Knight alluded to. It turns out that this was much less the case 100 years ago – an interesting observation in and of itself. And thinking about these differences, and what lies behind them, can help us better understand where the challenges lie for today’s emerging markets. In brief, for countries with weak institutions the prospects of a high pay-off from financial globalization look to be rather poor.

Second, I am going to try to draw another lesson from historical research. There is no doubt that opening up to the global capital market can place constraints on policymakers. This notion is summed up in the famous macroeconomic policy trilemma. A most important implica-
tion of the trilemma is that fixed exchange rates and open capital markets pose the greatest threat to policymakers’ autonomy. And as we know from recent experience, this type of policy regime can brutally expose any inconsistent policies. Remarkably, historical research has shown that these constraints are as tight today as they were under the gold standard a century ago. This is very striking because we know that the gold standard was, of course, a very hard regime. Yet, today, policymakers often act without due consideration of the straitjacket imposed by their regime choices when they take on an open peg. The crises in developing countries in the last decade have ensured, perhaps, that this lesson has finally been learned, albeit at a great cost. The financial opening of emerging markets will now proceed with those recent crises in mind and possibly, as a result, in a much more measured and cautious way. And again, the relationship with institutions is clear: countries with weaker institutions face a bigger downside from financial globalization if they have not taken on board the lessons of the trilemma.

Third, in light of these first two observations, I conclude with a discussion of whether globalization can survive. I will answer with a qualified yes. Perhaps a more qualified yes than a global optimist would have offered a decade ago during the heady days of the Washington Consensus Mark 1. But by now, in contrast, we are all well aware that many of the poorest countries may have little to gain and much to risk from a headlong rush towards unfettered capital mobility. Those very poor countries have such low productivity that little new capital would flow in (and in some cases might on net flow out) offering few gains. Meanwhile, their macroeconomic policy frameworks and financial systems are so fragile that the risk of crisis can be very high.

These lessons are now widely grasped – something has changed on the way to what I think of as the Washington Consensus Mark 2. The realization has dawned that the costs and benefits of financial globalization have to be weighed up on a case-by-case basis. True, eventually we would hope that all countries would proceed through economic and institutional development to a point where they will follow today’s advanced countries in embracing global capital markets. And once at that emerging stage, the gains from opening will outweigh the potential risks. For those reasons, I will conclude on a cautiously optimistic note that globalization is still the future, although it may take some time to reach its full fruition.

To start with a look at history, we can examine some important trends in the data from globalization in the past and present to see some interesting parallels and differences between the two eras.

One thing we should note is the remarkable quantitative similarities between globalization in the past, 100 years ago, and today. For example, based on data taken from my work with Maurice Obstfeld, we know that around 1870 the ratio of foreign assets to GDP in the world economy was under 10%; yet just under a century later the ratio was fairly similar, around 10% in 1960. But there followed in each era a spectacular growth in foreign investment. The foreign assets to GDP ratio rose to
about 20% in 1913 and about 30% in 1980 and roughly 60% by the year 2000. In both eras there was a dramatic take-off in foreign investment, a pattern that is supported by many other measures of financial integration, and which leads us to some interesting preliminary observations. While globalization had proceeded in a more or less unidirectional fashion for four centuries up to 1913, in the course of the twentieth century, measures of global integration followed a pronounced U-shape (chart 1). In fact by the middle of the twentieth century the world had virtually retreated into autarky. This lecture is going to focus mainly on macroeconomic trends since time is limited but some of the patterns are obviously true with respect to the integration of goods markets, and on so many dimensions we can properly speak of two eras of globalization.

What happened in between? Well, in short, two wars and a Great Depression. These severe dislocations destroyed all the features of the global economy that had been almost taken for granted in 1913. In many countries, monetary policy was removed from the gold anchor by the needs of inflationary finance in wartime and as a defence against deflation in the 1930s. Discretion took the place of rules and the political calculus changed: the nominal anchor had to take a back seat to macroeconomic management — in democracies, political pressure mounted behind the expectation that governments would use aggregate demand policies to try to sustain full employment. Other countries sought autonomy by reaching for capital controls. Many countries did so during wartime, and others did so when facing devaluation pressure and gold drain. Thus, by the 1930s and 1940s, monetary autonomy was the cat that had gotten out of the bag. And it has proven very hard to put it back.

In the rebuilding of the world economy that took place after World War II, a different compromise was made under the Bretton Woods system. Capital controls, which had long been considered anathema, a dangerous heresy, had become an accepted norm. Why was that choice made? Well, that is something to be confronted in a moment, when we turn to the trilemma. But the basic idea is
that capital mobility had to be sacrificed to protect pegged exchange rates and, supposedly, make the world safe for trade. For a while it worked. But by the 1960s and 1970s, this system was no longer stable. Capital mobility began to reassert itself despite policymakers’ best efforts to restrain it. And although countries had the ability to adjust dollar pegs through bilateral realignments, the centre country, the United States itself, had no such flexibility. Hence, when the U.S.A. faced adjustment pressure, coordination was insufficient, and the system unraveled. The result was generalized floating among the rich countries. But as these pegs broke, so too did the case for capital controls. Starting in the late 1970s, the developed countries started to lead the world down the path towards financial openness.

Even in European countries, where mutual pegged exchange rates were not so easily discarded, it was a
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different imperative – that of the EU single market – which pushed in the same direction towards financial openness. And this trend within the EU was not easily reversed, even when tensions inherent in the trilemma erupted from time to time, as in the 1992 ERM crisis.

Summary data from the IMF’s World Economic Outlook show that policy changes were correlated on a broad level with changes in capital flows (chart 2). These data offer some prima facie evidence that controls were binding on international investment and that barriers were important in holding back the expansion of the global financial market.

What happened to flows? After the 1970s, with financial markets becoming more open, capital flows could surge. They surged first in the countries that opened first: the advanced industrial countries. By 1999, flows of foreign investment in industrial countries had risen to about 17% of GDP, about four times their level in 1970. What is also striking in these data is that when barriers started to be dismantled in emerging markets in the 1980s and 1990s, there was also a surge of investment inflows there too, albeit with more volatility. In emerging markets flows had risen to 5% of GDP by 1999, where such flows had been essentially negligible in 1970.

What happened to controls? The data on capital market restrictions show that industrial countries moved to a system with no restrictions fairly rapidly in the 1980s and 1990s; in emerging markets the share of countries with restrictions is still fairly high, perhaps above 50% even today, but the trend is also toward fewer restrictions.

However, we now encounter perhaps the first element of surprise for economists familiar with the neoclassical model. Why was so much capital moving between the rich countries in this period? And why was (and is) so little capital flowing to developing countries? This is a famous paradox, one discussed by the Nobel Laureate Robert Lucas. In the Lucas paradox, a naïve neoclassical model suggests that the marginal product of capital ought to be tens if not hundreds of times higher in poor countries compared to rich OECD countries. If that were the case why was any investment happening at all in the rich world?

Well, Lucas, of course, was pointing out that the model was fundamentally wrong. And the same faulty logic keeps on reappearing in public debate. I remember the 1994 debate on CNN between Al Gore and Ross Perot, the maverick presidential candidate and anti-NAFTA campaigner. Perot thought the integration of the U.S. and Mexican economies would lead to what he called a “giant sucking sound” – meaning that he thought all investment would head south of the border. Gore demolished Perot’s argument by pointing out that Mexican wages may well be one-fifth of the U.S. level, but the Mexican economy was only one-fifth as efficient as America: ergo, no real cost advantage. Everyone agrees Gore won that debate, but the ideas do not go away. The identity of the workers in question may sometimes change – think of Chinese factory workers, Indian back office staff, or Polish plumbers – but the fear of the sucking sound persists.
This begs the question: what is behind those efficiency differences if they really explain the Lucas paradox? It cannot simply be an efficiency-as-technology story. Mexican firms and firms in other poor countries have access to the same high technology, blueprints, and ideas as everyone else. So, economists have come to the conclusion that we must interpret macroeconomic efficiency differently – as being driven by something else. And for want of a better word, or even a clear understanding, economists have labelled that something else “institutions.”

In data from the IMF World Economic Outlook (chart 3) we can see the state of institutions across the world using familiar qualitative measures such as rule of law, property rights, voice in the accountability and so forth. In 1970, the range of institutions was much wider and there were larger areas on the map with poor institutions. So there has been some institutional convergence in the last 20 or 30 years; perhaps suggesting better growth prospects for some developing countries. So, here then is one very important factor for us to consider in discussing whether capital
is flowing to the right places — or backwards, or uphill, or however we want to put it. To some degree, capital has been prevented from moving to poor countries by high barriers to capital mobility in poor countries; but capital has also been discouraged from moving by low productivity levels in the poor countries. These two explanations have very different policy implications, a point to which I will return later.

But these findings should also inspire us to look back on a historical time scale to see whether similar explanations apply to the patterns of capital flows in other eras.

We can put this finding in some historical perspective by comparing capital flows to poor countries now and in the past. Again, drawing from my work with Obstfeld, chart 4 shows a histogram, with poor countries on the left, rich countries on the right, sorted by the per capita income, and showing how much of the total foreign investment each group of countries managed to attract.

Here we clearly see a major difference between the global capital market of today and that of 100 years ago. In the late nineteenth century age of globalization, capital flows from Britain flowed to both rich and poor countries. The rich countries were mainly the “new settler” countries of the New World: Canada, Australia, Argentina — and for a time the United States, before it became a net saver. Those countries were labour scarce and also capital scarce, because they were land abundant. But what we also see in 1913 is that the distribution of foreign investments also included a very significant lower tail, with large flows to the two lower quintiles of the world income distribution. So the 1913 distribution of foreign investment was bimodal, with twin peaks of the top and at the bottom. Capital flowed to rich and poor countries.

But the data for the present era, for 1997, show a different pattern. Scarcely any capital is reaching poor countries today. The conclusion must be that the Lucas paradox was not as strong 100 years ago as it is today. Why was that so?

Well, the answers are sometimes a little controversial. Of course it is tempting to say it was all due to
imperialism. Indeed, many of the investments in poor countries were in colonies, colonies of Britain and colonies of other countries. And there is no doubt that a statistical analysis shows that if you control for empire, it always exerts a large, positive, and significant effect on capital flows. But I should point out that this is not the entire story. The most important test case is Latin America, the only large developing region in the world (with the exception, perhaps, of China and Japan) to escape formal imperial influence early in the nineteenth century and so become an independent region with sovereignty. Unless we appeal to broad notions of informal empire it is very difficult to explain why so much foreign capital also flowed into Latin America in this period – except perhaps as an indication that low barriers to capital mobility and sufficiently high efficiency based on institutional development in the region, served to support foreign investment.

Now today it appears those kinds of conditions no longer prevail and the institutional divergence between rich and poor countries has become quite marked by the late twentieth century. Under these conditions high barriers and low productivity in poor countries make it no surprise when we observe most capital flows going from rich countries to other rich countries.

We should also note one other related feature: today’s flows are mainly in gross rather than net form. Rich countries are not generally strongly on one side of the surplus or deficit side of the current account (with one key exception). Thus, as chart 5 shows, the growth in the stock of foreign capital has been dramatic since 1980. But when you net it out and ask, was this accompanied by a great net movement of capital from creditors to debtors within the same sample? – the answer is no. The trends for net capital flows have been flat and at a much lower level. One hun-
dred years ago, the picture was different. The world’s major creditors like Britain accumulated very large net foreign asset positions—in Britain’s case perhaps plus 200% of GDP. And those net positions were very close to the gross asset positions. So capital flowed mostly in a one way direction from rich creditor to poor debtor. But now capital flows more in a two-way pattern of risk-sharing exchange between rich country pairs.

What do we learn from this? The lesson is that the rich countries of today did not need what we might call development finance. They did not need the kind of one-way capital flows that we encounter in standard neoclassical models. Rather, the rich countries today have been engaged in what we might call diversification finance. The risk-sharing benefits of financial globalization have promoted large gross flows with close to zero net flows. It is an important observation, which shows that we are seeing rather a different type of globalization today than 100 years ago, even though on some dimensions the indicators look relatively similar. In fact, it is only really in the last few years with the emergence of the so called “global imbalances” that large net flows have happened at all in the present era. But these new flows are really not yet large enough, nor persistent enough, to alter the basic message that diversification finance still dominates net flows in today’s global economy.

Perhaps one of the most remarkable examples of this kind of two way flow is the spectacular build-up of reserves by emerging market economies today and I want to turn to this as I try to link these lessons to the trilemma.

Chart 6 shows net capital flows to emerging markets. The bars show net inflows to the emerging markets. On the negative side are some large flows of resident lending, meaning some people within the country want to hedge their bets and put assets outside the country. But the large negative amounts are the official settlements balance, showing the acquisition of reserves by the authorities within these countries. These stocks of reserves have become huge in the last 3 or 4 years. In fact, these flows
now more than fully offset the private inflows. That is, if you could just subtract all of the official intervention, there would not be a Lucas paradox in these countries!

The reason capital is on net flowing out of these countries is massive reserve accumulation. And there is a smoking gun here, which is 1997, which occurs about two thirds of the way through the sample in chart 6. Many of these countries observed a massive crisis where many central banks did not have sufficient reserves to protect themselves against speculative attack and exchange rate crises. That ended emerging market boom one, and we are now in emerging market boom two. But this one is being accompanied by much more precautionary behaviour on the part of host countries’ central banks. They are accumulating much more massive war chests of reserves.

What is going on? I think future research will be needed to find out exactly what is driving this kind of behaviour, but it does look as if it is a heavy dose of precautionary motives on the part of these central banks that still desire to maintain pegs or dirty floats. In the meantime, of course, they are providing a very helpful credit line to Uncle Sam. The special status of the U.S. dollar is probably crucial in this argument – it being the dominant reserve currency, at least for now, and the currency that most of these countries want to peg to for trade or credit related reasons.

Behind the scenes there is also the notion of “original sin” – whereby many of these countries have been unable to borrow in their own currencies as we learned this morning. That may be starting to change. So, it is not clear that this behaviour can (or should) carry on forever. How big do the war chests need to be? Presumably when you have the reserves you need to protect yourself, you stop buying the insurance. But for the moment we are still in the midst of this spectacular reserve build-up.

Capital is not simply not flowing into poor countries today, it is flowing in a seemingly uphill direction from poor to rich countries in accord with the Lucas paradox. And it is strongly correlated with massive reserve accumulation.

We have not seen a giant sucking sound except in the wrong direction. This may be because developing countries have low efficiency as well as controls. But many emerging countries also want to maintain pegs, because they have fear of floating for various reasons. Thus temporary reserve accumulation is a big part of their balance of payments at present.

These points emphasize that we also need to understand the exchange rate regime fully in order to understand what is happening in today’s global capital markets. So we need to turn to the lessons from history with respect to macroeconomic policy regimes. Or to put it differently, we need to look at the historical record to see how and why globalization puts constraints on policymakers.

To simplify, I am going to employ a narrative device: the macroeconomic policy trilemma. A trilemma is like a dilemma, except it is fifty percent more problematic. Instead of there being two choices, there are three. The three choices are the typical policy goals: a fixed exchange rate for stability or integration reasons; capital mobility, for financial flexibil-
ity on the external balance; and monetary policy autonomy, as a way of engaging in macroeconomic management.

Now, of course you cannot have all three. That is a basic lesson from macroeconomic theory in the open economy. And why is that? Because interest arbitrage means that an open peg must set its interest rate equal to the base rate, modulo a risk premium. An example would be Austria before the euro. To have had interest rates deviate from German levels, Austria would have had to either start floating against the Deutsche mark, so that expected depreciation could break simple interest parity; or else Austria would have had to prevent interest arbitrage in the first place by putting on capital controls. Thus, you have to choose two out of three, that is a trilemma.

In our book, Obstfeld and I used the trilemma to sum up over 100 years of global macroeconomic history. I summarize our approach in table 1. The gold standard clearly was a hard peg with no controls. Everybody was basically sacrificing activist policies except for a few suspensions. Capital mobility and a fixed exchange rate were the two choices. Then in the interwar period countries experimented all kinds of ways, due to wartime finance, fiscal crises, devaluation pressure, and so on. The gold standard unraveled and some countries went in the direction of controls, while some went in the direction of floating. Then Bretton Woods created a new system, but by this time countries did not want to sacrifice monetary autonomy, although they did want to fix the exchange rate. Something else had to give and that was capital mobility. Finally, the transition to the floating era occurred and capital mobility was restored.

So, that is a simple timeline and I think it may be considered a fairly accurate description for what was going on in the rich countries. But it is only a descriptive device, not a theory. It tells us which choices were made but not why they were made. “Why?” is a much harder question. One of the prevailing stories that economic historians tell to try to account for this changing trade-off among conflicting policy goals relies on politics. This is basically Karl Polanyi’s account of what globalization will do in democratic societies. There will be a conflict, and for Polanyi, the story ends with the interwar period – when he

Table 1

<table>
<thead>
<tr>
<th>Era</th>
<th>Resolution of trilemma — Countries choose to sacrifice:</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gold standard</td>
<td>Most (activist policies)</td>
<td>Rare (capital mobility)</td>
</tr>
<tr>
<td>Interwar (when off gold)</td>
<td>Rare (activist policies)</td>
<td>Several (capital mobility)</td>
</tr>
<tr>
<td>Bretton Woods Float</td>
<td>None (activist policies)</td>
<td>Most (capital mobility)</td>
</tr>
<tr>
<td></td>
<td>Rare (activist policies)</td>
<td>Increasingly rare (capital mobility)</td>
</tr>
</tbody>
</table>

writes his great work he thinks that the world is headed irreversibly into autarky since domestic interests expressed through the ballot box will require the shutting down of global markets: it is even a fairly accurate story from the interwar period and even through the Bretton Woods era. To accommodate monetary autonomy and full employment goals, something has to give. The Bretton Woods’ solution was to force capital mobility to go out the window. But now we are in a rather different scenario, one not anticipated by Polani or Keynes or other policymakers of the mid-twentieth century, where a floating exchange rate acts as the ultimate shock absorber in a world of mobile capital. Why the change?

Yet another problem is that the timeline and theory do not fit the periphery very well. In the developing countries the trade-off was very different. We can speculate that there are some important differences here, one of which is that the developing world has generally been slower in moving down the path toward democracy, which is undoubtedly true, and so the pressures on monetary policy from a populist dimension were perhaps weaker. That is not to say that they have not made themselves felt in some countries particularly strongly. But there are obviously other important factors in play and I would single out one.

The fear of floating derived in part from original sin, whereby emerging markets had currency mismatches causing them to be much keener to peg. On the other hand, they also wanted access to external finance and so found capital controls unwelcome. This put them in a very uncomfortable position—a bipolar choice as Stan Fischer has called it. Either they could adopt a very hard peg and give up autonomy or adopt floating with a risk of large valuation effects on external wealth. And that is probably why we have seen more policy experimentation and more volatility in many of these developing countries. In this way the trilemma story can still be applied to the developing countries but only if we understand that the costs and benefits, and the trade-offs were a little bit different.

Still, should we believe the trilemma story anyway? I now present one brief table of results from work (Obstfeld et al., 2005) where Maurice Obstfeld, Jay Shambaugh, and I tried to estimate whether countries did in fact face the constraints implied by the trilemma.

We compared the historical classical gold standard period before World War I with the Bretton Woods and the post-Bretton Woods eras. We were interested in whether a country that pegs to some base currency has to follow the base interest rate and sacrifice monetary autonomy. We regressed the change in the home interest rate on the change in the base interest rate and looked for a large and significant slope coefficient and a high measure of fit as evidence of foregone autonomy.
What did we find? In table 2, columns 1 and 2, before World War I there was a strong past through from the base rate to the local rate for pegs, with a coefficient of 0.51. It is not one, because the gold standard (like many fixed regimes) had target zone attributes, which provided limited room for manoeuvre. In contrast, for floating regimes before World War I, the coefficient was 0.16 and there was no fit at all. So the regime mattered; open pegs had tight constraints, floats did not. This illustrates the policy dilemma facing open countries. In column 3, under Bretton Woods we finally see the other element in the trilemma with capital controls present. With controls, pegging should not constrain monetary autonomy, and the data say as much. Here pegs could have an interest rate policy independent of the base: that was, after all, exactly the point of Bretton Woods. There were no floating regimes in Bretton Woods, so column 4 is empty. Finally, columns 5 and 6 show the post-Bretton Woods era, and again we can compare pegs and floats in an era of globalization, and we find coefficients that are fairly consistent with our story. A coefficient of about 0.5 on pegs is very similar to what we found in the gold standard era. If you peg today it is really just as hard a regime as if you pegged under the gold standard, so watch out. Floating countries have a higher coefficient than a century ago, but also a pretty large standard error. It could be that there is more policy correlation in contemporary floats either because of more global shocks or because there has also been a great deal of convergence on inflation targets and other ways of conducting monetary policy.

The bottom line is that the trilemma works in practice, not just in theory. Pegging today is a really hard regime, a tight constraint. It is like being on gold a hundred years ago. Nobody thought of that as a soft regime. So you really ought to have pretty compelling reasons to peg today. Either because you have fear of floating or perhaps you have a lack of pressure for an autonomous monetary policy. The factors pushing developing countries toward pegging are these kinds of special factors, factors that are largely absent in the developed countries.

There has to be some concern here about that particular regime choice. The emerging market open pegs were precisely the regimes that blew up in the 1990s. It is very hard for countries to credibly say “we are going to peg forever.” My real point

<table>
<thead>
<tr>
<th>Interest rate pass-through regression, using annual data, in differences.</th>
</tr>
</thead>
<tbody>
<tr>
<td>OLS regression of home country interest rate on base country interest rate</td>
</tr>
<tr>
<td>-------------------------------------------------------------</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Gold Standard de jure</th>
<th>Bretton Woods</th>
<th>Post-Bretton Woods</th>
</tr>
</thead>
<tbody>
<tr>
<td>peg</td>
<td>float</td>
<td>peg</td>
</tr>
<tr>
<td>N</td>
<td>355</td>
<td>140</td>
</tr>
<tr>
<td>Slope</td>
<td>0.51</td>
<td>0.16</td>
</tr>
<tr>
<td>std. error</td>
<td>0.04</td>
<td>0.06</td>
</tr>
<tr>
<td>R²</td>
<td>0.36</td>
<td>0.05</td>
</tr>
</tbody>
</table>

Source: Obstfeld et al. (2005).
here is that we must focus on the developing countries because that is where the policy challenges are probably the greatest. What we have there are the most serious crisis risks. Many of these countries obviously have a fear of floating, a major balance sheet problem; they also have policy volatility, and underlying political weaknesses. Many of them may be subject to larger economic shocks, to the terms of trade or to the foreign interest rate plus the risk premium. Many of them have weaker institutions, financial sector weaknesses, a lack of central bank independence, and fiscal fragility.

So, summing up, can globalization survive in this kind of environment and by survive I do not just mean within the rich world, but across the whole world? Can it survive in a way that addresses Kofi Anan’s concern – and everybody else’s concern – that globalization be not just a rich country phenomenon, but have the ability to bring everyone along the path to higher productivity, higher standards of living and full integration into a prosperous world economy?

I offer a cautious yes, and I will try to spell out the reasons. I think there are great benefits arising from globalization, and I am not going to contradict what was said by the earlier speakers. The problem is that as of now, these benefits are not clearly available in all countries. The benefits of globalization may be very low in poor countries until they fix their institutional environment. The reason they are poor has a lot to do with poor institutions. The benefits of globalization, however, might be much higher in emerging markets. That is why they are called emerging markets. And in the case of those countries where capital controls might be binding on foreign investment and where a relaxation of restrictions on capital mobility could ease the savings constraint, globalization can encourage further investment in those countries and put them on a faster growth track.

So the benefits are lower in poor countries, higher in emerging markets. The costs of globalization follow an exact opposite pattern. They are probably very high in poor countries where they do not have the financial architecture and the supervision and the prudential regulation to manage the dangers of financial openness as well. The costs of crises are always there, but the probabilities are lower – not zero, but lower – in more institutionally advanced emerging markets.

I think of these nuances as being the key difference between Washington Consensus 1 and Washington Consensus 2. A one-size fits all recommendation – that everybody should just open up and liberalize their financial markets – is no longer defensible. A simple minded approach of just saying everybody should financially liberalize right now and all will be well – that is an idea that seems to have gone out of the window.

Though, I am not sure it was ever really taken seriously. It is a little bit of a caricature that has been circulating – that there was this "IMF-Wall Street-Treasury complex," a scary sounding idea that brings to mind visions of sinister conspiracies, black helicopters, and so on. Allegedly, the devious plan was to get everybody to indiscriminately open their capital account in the 1990s. You can hear plenty of people in the anti-global lobby talking about it in those terms even today.
But the reality was rather different. One could look at, say, IMF advice to Thailand before, during, and after the crisis. One might read some of Stanley Fischer’s descriptions of how policy was conducted, or accounts of journalists like Paul Blustein of the Washington Post. What comes across is a much more detailed view of how globalization was handled by various countries. In many cases the view of how globalization should have been handled did not conform to what was actually done. There was far too much short term landing in foreign currencies, for example. We all know where that led.

Here is Fischer giving his AEA Ely Lecture in 2003, looking back on this experience:

“There is far more controversy about capital account liberalization as part of a growth strategy than there is about current account liberalization. That is not surprising, for as the Asian crisis drove home, a country with an open capital account is more vulnerable to external shocks than one that is closed to external capital flows.

In considering capital account liberalization, I assume that countries will and should at some stage in the course of their development want to liberalize the capital account and integrate into global capital markets. This view is based in part on the fact that the most advanced economies all have open capital accounts; it is also based on the conclusion that the potential benefits of well-phased and well-sequenced integration into the global capital markets – and this includes the benefits obtained by allowing foreign competition in the financial sector – outweigh the costs”. (emphasis added)

I agree with Fischer. We should expect developing countries to want to globalize eventually. But not the poor ones; and not all at once. But there is a trend towards more opening over time as more countries graduate to “emerging market” status.

This is more or less what we see happening, despite all the anti-global rhetoric and the associated fears that globalization might face a backlash. If you look at the indicators of capital market openness you will see some occasional stops and starts. We might see some reversion to capital controls – for example, as in Malaysia during and after the crisis. But like most emerging markets, in the long run Malaysia wanted to restore an open capital market and eventually took the controls off. In most emerging countries, if policymakers temporarily reach for controls they still do want to eventually withdraw them and become a part of the global capital market, like all other members of the developed-country club. However, in non-emergers – that is, the very poorest developing countries with the weakest institutions – controls remain highly prevalent, as probably they should, given the relative costs and benefits.

Still, some countries are going to make the wrong choices. When do benefits outweigh the costs? We can
run regressions all we want, but in the real world we cannot capture all of the costs and benefits that countries face. We will probably see countries open up too soon and have a crisis or three; we will also see countries open up too late and postpone growth. But I do not think we should underestimate the probability that these transitions will continue and carry the world towards greater openness. Institutional transitions do happen. Countries do improve their institutions. The historical data show that.

So to conclude, I do want to look on the bright side. We do hope that all countries will develop better institutions and will progress towards prosperity as they would even if they were closed economies. There will probably be setbacks along the way. But once countries mature enough, the benefits of globalization will outweigh the costs and I expect that openness with follow from that.

One may look back at the twentieth century and see that great U-shape in the pattern of globalization, that great autarkic detour that we took in the history of the world economy, and one may be tempted to ask – will it happen again? I do not think that great reversal can be fully attributed to a rational calculus – to political economy or to changes in the tradeoffs between openness and autarky. I think what it can primarily be attributed to are two world wars and a great depression. And as long as we can avoid a repeat of those sorry events, we should avoid another great reversal.
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